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Abstract 

Uncontrolled, fast cell growth is the cause of brain tumors and has a significant threat to global health, leading 
to millions of deaths annually. So, early cancer detection is extremely important to save many lives. This study 
investigates the capability of machine learning algorithms in advancing the classification of brain tumors, 
leveraging advanced imaging techniques like Magnetic Resonance Imaging (MRI). We have implemented six 
machine learning algorithms for classifying the brain tumor using various feature extraction methods like Image 
loading, HOG, and LBP.  After analyzing the performance of different machine learning algorithms and feature 
extraction methods, we found that Random Forest emerged as the most effective classifier based on different 
metrics, closely followed by SVM and Logistic Regression. However, the performance varied with KNN, Naive 
Bayes, and Decision Tree, highlighting the importance of tailored approaches for optimal classification 
accuracy. Further optimization and experimentation are crucial for improving algorithm performance in real-
world applications of brain tumor classification. 

1.Introduction: 

Brain cancer, a highly destructive and potentially disease, continues to pose significant challenges to the global 
healthcare community. Brain tumors are distinguished by their high morbidity and mortality rates due to their 
specific location and tendency to grow invasively in the surrounding area. Most neoplastic brain lesions are 
metastases arising from cancers outside the central nervous system (which are 5–10-times more common than 
primary brain tumours) [1]. 

In 2023, it is expected that approximately 24,810 adults (14,280 men and 10,530 women) in the USA will be 
detected with primary cancerous tumors affecting the brain and spinal cord. Brain tumors include 85% to 90% 
of all primary central nervous system (CNS) tumors. It is estimated that 5,230 children under the age of 20 will 
also be diagnosed with a CNS tumor in the United States in 2023[2]. 

A tumor is an abnormal and uncontrollable growth of cells in an organ. A brain tumor is an abnormal mass of 
tissue, which growth the cells within the brain tissue and start causing problems to allow the brain to continue 
functioning normally. Benign tumors, grades 1 and 2, or malignant, grades 3 and 4. Malignant tumors are also 
rated according to scaling aggression. Thus, the least aggressive tumors are minimally aggressive and the most 
aggressive high. Among the histological criteria that can give an exact definition of the grade of the tumor 
include not only vascularity and invasiveness but also the rate of tumor growth. When a tumor progresses into a 
higher stage, the patient’s survival and treatment prognosis decreases drastically. Therefore, brain tumor 
diagnosis and early treatment will certainly improve the patient’s survival chances[2][3]. 
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In clinical practice, the most widespread primary brain tumors include meningioma, glioma, and pituitary 
tumors, as illustrated in Figure 1 and detailed in [4]. Meningioma normally begins from the meninges tissues 
comprising the brain or spinal cord, expressing as a benign growth in the protective membranes. Conversely, 
glioma, the fatal brain tumor, come from glial cells that support neurons, comprising about one-third of all brain 
tumor cases [6]. Pituitary tumors, which are benign, form within the pituitary gland [7]. Accurate diagnosis is 
pivotal for prognosis and treatment decisions, yet traditional biopsy approaches are oppressed with drawbacks 
such as pain, time consumption, and sampling inaccuracies [8,9]. Additionally, histopathological grading faces 
encounters like intra-tumor heterogeneity and variations in expert assessments [10], complicating the diagnostic 
process further. These characteristics pose significant challenges in the diagnosis and management of brain 
tumors. 

 

 
 
Fig. 1. Structure of Brain with various types of Brain Tumor 

So, magnetic resonance imaging (MRI) plays a crucial role in this method, offering higher soft tissue contrast 
and multi-planar imaging capabilities. MRI allows accurate visualization of tumor location, size, and 
characteristics, aiding in surgical planning, radiation therapy, and treatment monitoring [11]. Moreover, MRI 
can distinguish between various tumor types based on their distinct imaging features, guiding treatment 
selection and predicting patient outcomes. Images obtained from MRI are employed to obtain comprehensive 
information about internal brain tissues. During the process of brain tumor investigation, detection of the tumor 
core location is the key task to determine the size and shape of the brain tumor [12]. 

However, despite MRI's capabilities, challenges persist in brain tumor detection. Tumors can display diverse 
morphological and textural characteristics, making it challenging to differentiate them from healthy brain tissue 
or other pathologies. Furthermore, small or subtle tumors may avoid detection on conventional MRI scans, 
leading to delayed diagnosis and potentially minor outcomes for patients. Therefore, there is a pressing need for 
more accurate and efficient methods for brain tumor detection using MRI [13] and [14]. 

Machine learning techniques offer promising opportunities to enhance the accuracy and efficiency of brain 
tumor detection in MRI scans [15]. By leveraging computational algorithms, machine learning can extract 
complex patterns and relationships from large volumes of imaging data, facilitating the automated explanation 
and detection of subtle abnormalities [16][17].These techniques can be trained on annotated MRI datasets to 
identify characteristic features revealing brain tumors, such as shape, intensity, texture, and spatial location. 
Machine learning models can help with early detection and diagnosis by identifying regions of interest that may 
indicate the presence of a tumor through the analysis of these features [18] and [19]. 

Moreover, machine learning techniques can be integrated with a variety of imaging modalities, such as T1-
weighted, T2-weighted, and contrast-enhanced MRI sequences. By compiling information from multiple 
imaging modalities, these models can improve diagnostic accuracy and provide more comprehensive insights 
into the morphology and biology of tumors [20–22]. Additionally, radiologists can read MRI images more 
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quickly by using machine learning-based techniques that rank suspicious regions for review. In the end, this can 
enhance patient outcomes by cutting down on diagnostic errors and interpreting times [23]. 

Overall, the integration of machine learning techniques into brain tumor detection workflows holds immense 
potential to revolutionize clinical practice by enhancing diagnostic accuracy, enabling early tumor detection, and 
ultimately improving patient care [24, 25]. 

The major contributions of this study are as follows: 

 To extract the features from images, three feature extraction methods are implemented. 

 To classify the brain tumor, six machine learning techniques (Support Vector Machines (SVM), 
Logistic Regression, k-Nearest Neighbors (KNN), Naive Bayes, Decision Trees, and Random Forests) 
are implemented.  

 The comparison of implemented machine learning techniques is performed using accuracy, sensitivity, 
specificity, and precision. 

 The impact of different feature extraction methods on different metrics was also studied. 

The study is structured in such a manner that Section 2 provides related work and a problem statement, Section 
3 outlines the proposed research methodology, Section 4 depicts the modeling, Section 5 shows experimental 
results and discussion, and Section 6 provides a conclusion to the research along with the future work that will 
be done. 

 
2.Related Work 

The research [26] suggested an approach that tries to distinguish between BT and normal brain tumors. Brain 
magnetic resonance imaging is used to research various forms of brain malignancies. Support vector machines 
and various wavelet transformations are used to identify and categorize MRI brain cancers. A hybrid K-means 
Galatic Swarm Optimization (GSO) technique was used in the study [27] as a workable solution to the image 
segmentation problem, which was regarded as a classification model. In order to extract brain tumors from 2D 
MRI, the study created a fuzzy C-means clustering technique that was subsequently used by CNN and 
conventional detectors. The authors of [28] presented a comprehensive assessment of the literature on current 
approaches to segmenting BT from brain MRI data. According to the study [29], an automated approach was 
offered to distinguish between malignant and non-cancerous brain MRI scans. Three benchmark datasets were 
used, and a support vector machine classifier was employed with different cross-validations to assess the 
accuracy of the proposed framework. The average results showed 97.1% accuracy, 0.98 area under the curve, 
91.9% sensitivity, and 98.0% specificity. The study [30] proposed a two-step Dragonfly algorithm (DA) 
clustering method to precisely extract starting contour points. At the preprocessing stage, the brain was removed 
from the skull. Then, tumor edges were extracted using the two-step DA, and these extracted edges were utilized 
as a starting contour for the MRI sequence. To assess the system's performance, the study [31] used a variety of 
machine learning classifiers, such as Support Vector Machine (SVM), Gradient Boost, K Nearest Neighbor 
(KNN), XG Boost, and Logistic Regression. The results showed how different classifiers performed in terms of 
accuracy, with Extreme Gradient Boosting (XG Boost) coming out on top with an accuracy of 92.02%. The goal 
of the study [32] was to use a random forest classifier to extract texture and demographic features from MRI 
Apparent Diffusion Coefficient (ADC) images of human brain tumors in order to distinguish between malignant 
and benign tumors. Following hyperparameter tuning, the Random Forest Classifier achieved an accuracy score 
of 90.41% and an accuracy level of 85% for both benign and malignant tumor types. The F1, recall, and 
precision scores for malignant tumor prediction were 92.02%, 92.64%, and 92.33%, respectively. An intelligent 
classification method based on Support Vector Machines (SVM) was presented in this study [33] to differentiate 
between abnormal and normal MRI brain images. The study focuses on extracting features from MRI images 
and uses texture, symmetrical, and grayscale features to describe tumor patterns. Paper [34] proposed an MRI 
image classification system for distinguishing between malignant and benign brain tumors. It utilized image 
processing and Support Vector Machine (SVM) classification with various kernels. The system demonstrated 
robustness in accurately identifying tumor types. The linear kernel achieved maximum sensitivity, specificity, 
and accuracy at 80%, 90%, and 80%, respectively. In a study [35], researchers used discriminative properties 
taken from 3D patches to propose an automated classification approach that uses random forests to distinguish 
between WHO Grade III and Grade IV gliomas. The framework's efficacy in correctly classifying high-grade 
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gliomas was evaluated in a cohort of 96 patients with malignant brain tumors, including Grade III and Grade IV 
gliomas. 

A technique for categorizing and segmenting brain tumors using multi-modal MRI data was presented in the 
study [36]. In order to preprocess the images, the researchers used the MICCAI BraTS 2013 dataset, which 
contains co-registered and skull-stripped MRI data. They did this by performing histogram matching on a high-
contrast reference volume. With Dice overlap scores of 88% for the entire tumor region, 75% for the core tumor 
region, and 95% for the augmenting tumor region, the study showed better segmentation results than the 
MICCAI BraTS challenge. 

The study [37] suggested a methodology that involves several key steps, including image acquisition, pre-
processing, segmentation using threshold segmentation and the watershed algorithm, and feature extraction 
using techniques such as MSER, FAST, and Harlick features. The results of the study demonstrate that the 
proposed approach improves brain tumor detection compared to existing techniques, achieving an accuracy of 
more than 90%. A novel multiclass brain tumor classification method based on deep feature fusion was 
proposed in the paper [38]. SVM and KNN were used to predict the outcome after deep CNN features from 
transfer-learned architectures like AlexNet, GoogLeNet, and ResNet18 were fused to create a single feature 
vector. After 15,320 magnetic resonance images (MRIs) were used for training and evaluation, the framework 
outperformed other systems with a 99.7% accuracy rate. The paper [39] introduced a novel approach for 
differentiating MRI brain images using a hybrid naive-Bayes classifier. The proposed model included image 
pre-processing, feature extraction, and noise reduction to enhance classification accuracy. The paper [40] 
introduced a novel approach to predicting the development of brain tumors using MRIs, employing SVM in 
conjunction with ant colony optimization. The SVM-ACO classifier is used to enhance tumor segmentation in 
images, aiming for greater reliability and precision. The study [41] aimed to analyze and compare the 
performance of three main classification models: random forest classifiers, support vector machines, and 
artificial neural networks, in classifying multiclass brain tumors based on MRI images. The performance of the 
classification models was evaluated based on accuracy, precision, recall, and F1 score.The study [42] utilized 
7022 MR images sourced from the Kaggle library, dividing them into 40% for testing and 60% for training. 
Various architectures like VGG, ResNet, DenseNet, and SqueezeNet were trained for feature extraction from 
brain MRI images. Initially, machine learning methods were applied to classify extracted features, followed by 
an ensemble learning approach where ResNet achieved 100% accuracy. 

The study [43] focused on automatic brain abnormality detection using the logistic regression machine learning 
technique from MRI brain images collected for training and testing. Training utilized the ADNI-1 and ADNI-2 
datasets. Disease classification was achieved through logistic regression and threshold segmentation, with 
performance measures including 97% accuracy, 97.9% precision, and 97% recall, surpassing existing models' 
capabilities. In the study [44], computational examination of MRI results was conducted using the K-Nearest 
Neighbor method. A tumor classification system was developed to identify tumors and edema in T1 and T2 
image sequences and classify tumor types based solely on the axial section of MRI results. Tumor area detection 
employed basic image processing techniques such as image enhancement, binarization, morphological 
operations, and watershed segmentation, achieving an accuracy of 89.5 percent in tumor classification.The study 
[45] introduced a machine learning technique (MLT) to recognize and classify tumor and non-tumor regions 
based on brain MRI datasets. Initially, manual skull removal reduced time complexity, followed by median 
filtering to eliminate noise. The Chan-Vese (C-V) technique was then employed for tumor segmentation, 
selecting an accurate initial point.The paper [46] applied a multilevel thresholding algorithm for region of 
interest (ROI) delineation and extracted intensity and texture attributes from the ROI. It utilized a combined 
Fisher+ Parameter-Free BAT optimization approach for feature subset selection and introduced a novel learning 
approach, PFree BAT enhanced fuzzy K-nearest neighbor (FKNN), for MR image classification into high- and 
low-grade categories. Experimental results demonstrated the efficacy of the proposed system, achieving high 
accuracy in tumor-grade classification. The research [47] tackled the issue of absent values in the k-NN 
algorithm, particularly in 4D frequency analysis. Its objective was to enhance image precision and effectiveness 
by deploying a composite k-NN approach. The study aimed to differentiate cancer-damaged regions from non-
tumor areas in 4D MRI images, introducing a new technique that amalgamated hybrid k-NN, Fast Fourier 
transform, and Laplace transform methods for early detection of brain tumors or cerebrospinal fluid (CSF) 
emergence. The investigation [48] initially utilized a range of classifiers, including logistic regression, random 
forest, decision tree, and Naïve Bayes, but their accuracy was deemed inadequate. To boost tumor prediction 
accuracy, a convolutional neural network (CNN) was selected, employing Keras and TensorFlow. CNN, a deep 
learning method for image classification, attained 90% accuracy, utilizing 20–30 networks to detect patterns in 
raw images without preprocessing. The investigation [49] advocated deploying multiple pre-trained CNNs on 
T1-weighted MR brain scans to extract features, which were then fed into a stacking algorithm to consolidate 
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predictions from base classifiers. Evaluation on two publicly available brain MRI datasets showcased superior 
lesion detection accuracy compared to alternative methods. Utilizing pre-trained CNNs facilitated transfer 
learning, drawing on previously acquired knowledge from a vast image database for tumor classification. 

In the investigation [50], the proposed framework consisted of several stages, including preprocessing, feature 
extraction, classification, and segmentation. Initially, T1-weighted MRI brain images served as input, with a 
median filter optimized for skull stripping. Abnormal brain tissues were isolated, and the edges of the affected 
tissue were meticulously identified. Feature extraction utilized techniques such as the discrete wavelet transform 
(DWT) and the histogram of oriented gradients (HOG) for texture and shape extraction. Classification employed 
machine learning techniques such as random forest classifiers (RFC), support vector machines (SVM), and 
decision trees (DT), evaluating performance through parameters like sensitivity, specificity, and accuracy. 

The paper [51] addressed the detection and segmentation of glioma brain tumors using a random forest classifier 
and feature optimization technique. Texture features were initially extracted from brain MRI images, then 
optimized through an ant colony optimization algorithm. The optimized feature set was subsequently used for 
training and classification, employing the random forest classification method. This approach effectively 
categorized brain MRI images into glioma or non-glioma groups based on the optimized features, achieving a 
sensitivity of 97.7%, a specificity of 96.5%, and an accuracy of 98.01%. In [52], the author integrated the 
traditional k-means algorithm with SGHO for segmentation. The SURF algorithm was applied to extract 
features from brain tumor images, while an SGHO-based method was utilized for feature selection. Lastly, an 
SVM classifier was employed for tumor image classification, achieving accuracy, precision, and recall values of 
99.24%, 95.83%, and 95.30%, respectively. In the paper [53], brain tumor detection was proposed using 
modified particle swarm optimization (MPSO) segmentation with ensemble classification. Following this, 
Haralick features were utilized for feature extraction. A comparison was conducted between the SVM classifier 
with improved fuzzy segmentation and the proposed method, where the new model surpassed the previous one 
with an accuracy of 98.2 percent. This paper [54]  utilized the identification and extraction of brain tumors from 
MRI scans based on MWT and image processing techniques. The MWT was applied in the preprocessing stage 
to enhance the input image and remove noise. Segmentation methods based on thresholding were employed, and 
statistical classification Methods were used to categorize brain MRI images as normal or abnormal. The paper 
[55] utilized MRI brain images to locate tumor regions using deep learning and optimization methods. The 
Convolutional Neural Network (CNN) algorithm was then employed to classify the segmented images. 
Experimental results revealed that, compared to alternative optimization algorithms, the CNN-MSO algorithm 
exhibited superior performance in accuracy, sensitivity, and specificity. The investigation [56] employed 
modified fuzzy C mean clustering (MFCM) and artificial neural networks (ANN) to segment and categorize 
brain tumor MR images. The proposed approach extracted shape, intensity, and texture features from the input 
image, which were optimally chosen using Hybrid Fruit Fly and Artificial Bee Colony (HFFABC). The 
classification performance exhibited sensitivity, specificity, and efficiency rates of 98.1%, 99.8%, and 99.59%, 
respectively. 

The investigation [57] employed an innovative approach to categorize brain MRI images using segmentation 
and a KNN classifier. Initially, brain MRI images from databases underwent preprocessing with a Gaussian 
filter, followed by normalization. Subsequently, the normalized images were segmented using the texture and 
intensity-oriented region-growing technique (TIORGW). Texture features were then extracted from the 
segmented images. Later, the Genetic Algorithm (GA) was utilized to select optimal texture features, and these 
features were inputted into KNN to categorize whether the brain MRI image was normal. The proposed 
technique was implemented in MATLAB, and its performance was analyzed using a larger number of brain 
MRI images. 
 
2.1 Problem Statement 

Brain tumors had the ability to stimulate repercussions such as physical limitations, compelling patients to 
undergo rigorous therapy, often supplemented by considerable discomfort, to alleviate or mitigate resultant 
disabilities. Also, the antagonistic effects on brain function varied depending on tumor dimensions, location, and 
type. Pressure from tumors on regions governing bodily movement could result in immobility for patients. 
Earlier diagnosis had the potential to forestall the onset of disability. However, challenges existed in accurately 
classifying brain tumors due to their diverse sizes, shapes, and intensities, alongside similarities in outward 
appearance among various pathological types. 

3. Proposed Methodology 
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This section offers a comprehensive discussion on the detection of MRI brain tumors using various ML 
approaches. The progression of the proposed method is illustrated in Fig. 2. Initially, MRI brain tumor data are 
acquired and undergo pre-processing. Following this, features are extracted using three different methods, and 
all the extracted features are stored in a NumPy array. The data is then split into training and testing sets using 
the train_test_split method from the sklearn library. Various ML techniques, including Support Vector Machines 
(SVM), Logistic Regression, k-Nearest Neighbors (KNN), Naive Bayes, Decision Trees, and Random Forests, 
are employed to classify images into tumor and non-tumor categories. 

 

 

Figure 2: Workflow of Research work. 

3.1 Dataset Collection 

We have utilized a dataset that may be found on the Kaggle open data website in order to evaluate the 

performance of the suggested architectural design. This Dataset comprises of 2328 brain MRI images of 
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patients with tumors and 1595 images with no tumors. Thus, a total of 3923 images are present. Because each 

of these images had a unique dimension, we needed to adjust it so that it would fit inside the parameters of our 
image requirements. A portion of the dataset that we used for our investigation is shown in Fig. 2(A). It depicts 
that the width and height of the images vary from one another. When looking at MRI brain scans with various 
heights and widths, it might be difficult to appropriately classify healthy brain tissue and tumorous brain tissue. 

As a consequence of this, we resize the images using cv2.resize() into 200*200.The scaled versions of the 

images from the dataset are shown in Fig. 2(B) 

  

(A)                                                                                         (B) 
Figure 2. Sample dataset images of (A) varying size (B) same size. 

3.2 Data Pre-processing 

Data pre-processing is super important in machine learning because it helps make sure that the input data is 
ready for the models to work their magic. Preprocessing is a very important stage in the medical field. Normally, 
noise enhancement or reduction in images occurs during preprocessing. Medical noise significantly 
reduces image quality, making them diagnostically inefficient One key part of this is scaling the features so 
they're all on the same playing field. This procedure is carried out using a variety of approaches, including 
cropping, image scaling, histogram equalization, filtering using a median filter, and image adjusting. We have 
used StandardScaler for this job. It takes care of making sure all the features are standardized, so no one feature 
overpowers the others. This helps prevent problems related to overfitting [58]. 

Data labelling  

The images of brain tumor have been labeled as 1 and the images with no brain tumor as 0.  

Image pre-processing. The images have been read in the gray scale (2D). To build a classifier using ML 
algorithms all the images have been converted into the same dimension. So, each image has been 
resized into 200*200 pixels. 

3.3 Feature extraction 

The process of converting images into features based on several image characteristics in the medical field is 
known as feature extraction. These features carry the same information as the original images but are entirely 
different. This technique has the advantages of enhancing classifier accuracy, decreasing overfitting risk, 
allowing users to analyse data, and speeding up training Feature extraction is a fundamental process in machine 
learning where we transform raw data(Images, text, numerical etc.) into a set of meaningful features that are 
more suitable for modelling. The primary objective of feature extraction is to convert raw data, which may be 
high-dimensional or unstructured, into a structured and compact representation that captures essential patterns 
and relationships. By extracting relevant features, researchers can enhance model performance, reduce 
computational complexity, and improve interpretability[59]. In this paper we have implemented three methods 
for feature extraction from images 
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3.3.1 Image Data Loading and Pre-processing 

In this method OpenCV library (cv2) is used load and pre-process images for subsequent model training. For 
each image encountered in the directory, it employs the cv2.imread() function to load the image in grayscale 
mode (0) and subsequently resizes it to a standardized dimension of 200x200 pixels using cv2.resize(). These 
pre-processing steps ensure uniformity and consistency in the image data, facilitating seamless integration into 
the machine learning pipeline. The resized images are then appended to a feature array (X), while the 
corresponding class labels are appended to a target array (Y). Here each element represents an image 
represented as a 2D NumPy array form[60]. 

3.3.2 HOG Feature extraction 

Histogram of Oriented Gradients (HOG) can identify the local structure and shape of an image. It functions by 
measuring the gradient orientation distribution in specific areas of the picture. HOG feature extraction entails 
several key steps: first, the computation of image gradients to capture edge and texture information; then, the 
division of the image into small, overlapping cells, followed by the quantization of gradient orientations into 
predefined bins within each cell. Subsequently, histograms of gradient orientations are constructed for each cell, 
and normalization techniques are applied to enhance the descriptor's robustness to illumination and contrast 
variations. Finally, the histogram values from all cells are concatenated to form the HOG feature descriptor for 
the entire image[61][62]. 

3.3.3 LBP Feature extraction 

One effective method for examining texture patterns in photos is to extract features using Local Binary Patterns 
(LBP) analysis. This approach is useful for many different applications because it provides a reliable way to 
describe local texture variations. LBP feature extraction operates by comparing each pixel in the image with its 
surrounding neighbourhood, generating binary patterns that encode local texture information. These binary 
patterns are then used to construct a histogram, capturing the frequency of occurrence of different texture 
patterns within the image. The resulting histogram serves as the LBP feature vector, representing the distribution 
of texture patterns[63][64]. After extracting the feature through above methods, all the extracted data is stored in 
two NumPy array X and Y. 

4. Modelling 

4.1 Data Splitting: Partitioning the Dataset for Model training and test 

Dividing the dataset into training and testing subsets is a crucial step for the model evaluation. The machine 
learning model is trained on observed patterns and relationships within the data using the training set, which 
typically consists of the majority of the data. The testing set, which is a smaller portion of the data, is kept secret 
during the training phase to serve as a separate benchmark for assessing the performance of the model[65]. For 
training and testing purposes, we have split the dataset in this study into two groups: 80% and 20%. 

4.2 Training Models  

Brain tumor classification requires model training, and the right machine learning algorithms are chosen with 
great care to maximize diagnostic accuracy and clinical decision-making. In this research, we present a 
comparative analysis of several popular algorithms for brain tumor classification tasks, including Support 
Vector Machines (SVM)[52], Logistic Regression[43], k-Nearest Neighbors (KNN)[44], Naive Bayes[39], 
Decision Trees[54], and Random Forests [50]. 

4.3 Brain Tumor Classification 

Brain tumor classification is a crucial process in medical imaging analysis, helping clinicians in correctly 
diagnosis, treatment planning, and patient management. Through the application of machine learning techniques 
and sophisticated imaging modalities, scientists have achieved notable advancements in automating and 
enhancing the precision of brain tumor classification procedures. In this study, we classified images as having 
tumors or not using Support Vector Machines (SVM), Logistic Regression, k-Nearest Neighbors (KNN), Naive 
Bayes, Decision Trees, and Random Forests. 
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5. EXPERIMENTAL RESULTS AND DISCUSSION 

In this part, we will explore the classification of brain tumors by MRI utilizing machine learning techniques. 
Here we used the Python 3.10.12 version for implementation in google colab. The four basic matrices that are 
used in performance prediction are referred to as “True Positive (tp)", “True Negative (tn)", “False Positive (fp), 
and “False Negative (fn)." These measures are calculated by applying the model to a dataset of 3923 MRIs and 
counting the number of True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives 
(FN). In this context, cases are said to be true positives if the tumour can be accurately anticipated. Instances 
that may have been fairly anticipated to be negative, known as true negatives, are examined. Instances of cases 
that were meant to be successfully predicted but turned out to be inaccurate are examples of false positives. 
False negatives are situations that are meant to be mistakenly detected but are, in reality, it is properly predicted 
one. Following equations are used to determine each model’s accuracy, precision, sensitivity, specificity, and 
elapsed time in order to evaluate their overall performance: 
 
Accuracy:(TP+TN)/(TP+TN+FN+FP)………………………………………………………………(I) 

Sensitivity:(TP/(TP+FN))……………………………………………………………………………(II) 

Specificity:(TN/(TN+FP))…………………………………………………………………………..(III) 

Precision:(TP/(TP+FP))……………………………………………………………………………..(IV) 

Elapsed Time: end_time - start_time…………………………………………………………………(V) 

 
The attributes for determining the performance metrics for each of the 6 ML algorithms has been demonstrated 
in Table I 

 
Image Data Loading Hog Feature Extraction LBP Feature Extraction 

ML 
Algorithm  

TP  TN  FP  FN TP  TN  FP  FN TP  TN  FP  FN 

SVM 319 18 3 445 331 6 0 448 333 4 2 446 

LR 319 18 3 445 331 6 0 448 333 4 2 446 

KNN 320 17 9 439 324 12 1 447 337 0 430 18 

NB 330 7 2 450 276 61 72 376 255 82 113 335 

DT 306 31 10 438 295 42 37 411 303 34 27 421 

RF 333 4 1 447 319 18 0 448 325 12 2 446 

5.1 Accuracy  

The percentage of healthy and tumorous brain tissue that can be accurately predicted is determined by 
comparing the total number of MRI brain images to the total number of images. This is how accuracy is 
measured. In this study, we used three different feature extraction methods—image loading, Histogram of 
Oriented Gradients (HOG) feature extraction, and Local Binary Patterns (LBP) feature extraction—to assess 
how well different machine learning algorithms performed on tasks related to brain tumor classification. The 
Accuracy Chart below provides an overview of the accuracy scores attained for every combination of algorithm 
and feature extraction technique:  
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Fig. 3. Comparative analysis of ML Techniques on the basis of Accuracy 

Key observation 

 With accuracy scores ranging from 0.97 to 0.99, SVM (Support Vector Machine) and Logistic 
Regression consistently achieve high accuracy across all feature extraction methods. This suggests that 
regardless of the feature representation employed, both algorithms are reliable and efficient in correctly 
classifying the brain tumor. 

 KNN (K-Nearest Neighbors) achieves accuracies of 0.96 and 0.98, respectively, and shows good 
performance with the Image loading method and HOG Feature Extraction. However, if LBP Feature 
Extraction is used, its performance drastically drops to 0.45. This implies that KNN might have trouble 
using LBP features for classification in an efficient manner. 

 When using the Image loading method, Naive Bayes achieves high accuracy (0.98); however, when 
using the HOG (0.83) and LBP (0.75) Feature Extraction methods, accuracy noticeably decreases. This 
suggests that when utilizing these feature extraction techniques, Naive Bayes might not be as 
successful in identifying the underlying patterns in the data. 

 Decision Tree achieves slightly lower accuracy with LBP Feature Extraction (0.92) but performs 
reasonably well with the Image loading method (0.95) and HOG Feature Extraction (0.9). Decision 
Tree exhibits consistent performance across various feature extraction techniques, notwithstanding this 
minor decline. 

 Among all feature extraction techniques, Random Forest consistently achieves the highest accuracy 
scores: 0.99 for Image loading, 0.97 for HOG feature extraction, and 0.98 for LBP feature extraction. 
Random Forest is clearly the best performer. This suggests that, independent of the feature 
representation employed, Random Forest is very successful at accurately classifying data. 

5.2 Sensitivity 

The probability of a positive test under the presumption that it is positive is referred to as "sensitivity." This is 
also known as the "true positive rate." In this work, we examined the sensitivity scores of several machine 
learning algorithms applied to tasks related to brain tumor classification using three distinct feature extraction 
techniques: local binary patterns (LBP), Histogram of Oriented Gradients (HOG) feature extraction, and image 
loading method. Recall, another name for sensitivity, is the measurement of the percentage of real positive cases 
that the model correctly identified out of all true positive cases. The sensitivity chart below provides an 
overview of the scores obtained for each combination of algorithm and feature extraction method:  

Key Observations 

 With sensitivity scores of 0.99 or 1, SVM (Support Vector Machine) and Logistic Regression 
consistently show outstanding sensitivity across all feature extraction techniques. According to this, 
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both algorithms—regardless of the feature representation—are very good at accurately identifying 
positive instances. 

 KNN (K-Nearest Neighbors) shows good sensitivity when using HOG Feature Extraction (0.99) and 
the Image loading method (0.97). Its sensitivity drops to 0.43 with LBP Feature Extraction, though, a 
considerable reduction. This implies that KNN might have trouble using LBP features to identify 
positive instances. 

 When using the Image loading method, Naive Bayes achieves high sensitivity (0.99); however, when 
using the HOG (0.79) and LBP (0.69) Feature Extraction methods, sensitivity noticeably decreases. 
This suggests that when utilizing these feature extraction techniques, Naive Bayes might not be as 
successful in identifying the positive instances in the data. 

 Decision Tree achieves slightly lower sensitivity with LBP Feature Extraction (0.918) but performs 
reasonably well with the Image loading method (0.97) and HOG Feature Extraction (0.88). Decision 
Tree exhibits consistent performance across various feature extraction techniques, notwithstanding this 
minor decline. 

 With all feature extraction techniques, Random Forest consistently achieves the highest sensitivity 
scores: 0.99 for Image loading, 1 for HOG feature extraction, and 0.99 for LBP feature extraction. 
Random Forest is clearly the best performer. This suggests that Random Forest, irrespective of the 
feature representation employed, is very good at accurately identifying positive instances. 

 

Fig.4. Comparative analysis of ML Techniques on the basis of sensitivity 

5.3 Specificity 

Specificity, also known as the true negative rate, is the possibility of a negative test result under the supposition 
that the result is in fact negative. We examined at the specificity scores of several machine learning algorithms 
across a range of feature extraction techniques in our analysis of the performance of brain tumor classification, 
including the image loading method, Histogram of Oriented Gradients (HOG) feature extraction, and Local 
Binary Patterns (LBP) feature extraction. Out of all actual negative cases, specificity quantifies the percentage 
of true negative cases that the model correctly identified. The specificity chart below provides an overview of 
the specificity scores for each combination of algorithm and feature extraction technique. 

Key Observations 

 With specificity scores ranging from 0.96 to 0.99, SVM (Support Vector Machine) and Logistic 
Regression consistently show high specificity across all feature extraction techniques. This suggests 
that, irrespective of the feature representation employed, both algorithms are very good at accurately 
identifying negative cases. 

 KNN (K-Nearest Neighbors) shows good specificity when using HOG Feature Extraction (0.97) and 
the Image loading method (0.96). However, when LBP Feature Extraction is used, its specificity rises 
to 1. This implies that when using LBP features, KNN might be especially useful for accurately 
identifying negative instances. When using the Image loading method, Naive Bayes achieves high 
specificity (0.98); however, when using the HOG (0.86) and LBP (0.8) Feature Extraction methods, 
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specificity slightly decreases. This suggests that when utilizing these feature extraction techniques, 
Naive Bayes might not be as successful as the Image loading method in accurately identifying negative 
instances. 

 With the Image loading method (0.93) and HOG Feature Extraction (0.9), Decision Tree performs 
reasonably well; however, with LBP Feature Extraction (0.92), it achieves slightly lower specificity. 
Decision Tree exhibits consistent performance across various feature extraction techniques, 
notwithstanding this minor decline. 

 Among all feature extraction techniques, Random Forest is the best performer, consistently attaining 
high specificity scores of 0.99 with Image loading method, 0.97 with HOG feature extraction, and 0.97 
with LBP feature extraction. This suggests that, independent of the feature representation employed, 
Random Forest is very good at accurately identifying negative instances.  

 

Fig.5. Comparative analysis of ML Techniques on the basis of Specificity 

5.4 Precision 

In our analysis of brain tumor classification performance, we examined the precision scores of various machine 
learning algorithms across different feature extraction methods: Image loading method, Histogram of Oriented 
Gradients (HOG) feature extraction, and Local Binary Patterns (LBP) feature extraction. Precision measures the 
proportion of true positive cases correctly identified by the model out of all cases predicted as positive. 

Key Observations: 

 With precision scores ranging from 0.94 to 0.988, SVM (Support Vector Machine) and Logistic 
Regression consistently demonstrate high precision across all feature extraction techniques. This 
suggests that, regardless of the feature representation employed, both algorithms are very good at 
correctly identifying positive instances while minimizing false positives. 

 KNN (K-Nearest Neighbors) shows good precision when using HOG Feature Extraction (0.96) and the 
Image loading method (0.95). However, when LBP Feature Extraction is used, its precision rises to 1. 
This implies that when using LBP features, KNN might be especially useful in reducing false 
positives.With the Image loading method, Naive Bayes achieves high precision (0.97), but when using 
the HOG (0.81) and LBP (0.75) Feature Extraction methods, its precision noticeably decreases. This 
suggests that when employing these feature extraction techniques, Naive Bayes might not be as 
successful in reducing false positives as the Image loading method. 

 When using the Image loading method (0.91) and HOG feature extraction (0.88), Decision Tree 
performs reasonably well; however, when using LBP feature extraction (0.899), it achieves slightly 
lower precision. Decision Tree exhibits consistent performance across various feature extraction 
techniques, notwithstanding this minor decline. 

 Random Forest is the best performer among all feature extraction methods with high precision score of 
0.99 with the image loading method,0.94 with HOG feature extraction and 0.96 with LBP feature 
extraction. This suggests that, irrespective of the feature representation employed, Random Forest is 
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very good at correctly identifying positive instances while minimizing false positives. 

 

Fig.6. Comparative analysis of ML Techniques on the basis of Precision 

5.5 Elapsed Time 

The elapsed time table represents the time taken by different machine learning algorithms for processing data 
using three different feature extraction methods: Image loading, HOG (Histogram of Oriented Gradients) 
Feature Extraction, and LBP (Local Binary Patterns) Feature Extraction. The values are presented in seconds. 

 The duration required for the SVM classifier differs greatly depending on the feature extraction 
technique, with LBP feature extraction taking the longest (1021.28 seconds), followed by HOG feature 
extraction (166.97 seconds) and image loading method (320.9 seconds). 

 The elapsed time for each feature extraction method varies when using Logistic Regression; the Image 
loading method takes the longest (666.74 seconds), followed by HOG Feature Extraction (186.93 
seconds) and LBP Feature Extraction (251.85 seconds). 

 For all feature extraction techniques, CNN shows incredibly short elapsed times; for example, the 
image loading method (0.09 seconds), HOG feature extraction (0.05 seconds), and LBP feature 
extraction (0.09 seconds) all show negligible values. 

 When it comes to image loading method, HOG feature extraction, and LBP feature extraction, Naive 
Bayes exhibits slightly longer elapsed times (1.69 seconds, 1.38 seconds, and 1.67 seconds, 
respectively) than KNN. 

 The elapsed times for the Random Forest and Decision Tree algorithms are relatively moderate when 
compared to SVM and Logistic Regression. For example, Random Forest takes 85.03 seconds to 
extract features from load images method, 136.55 seconds to extract HOG features, and 62.5 seconds to 
extract LBP features. Decision Tree takes 33.93 seconds to load images, 44 seconds to extract HOG 
features, and 24.9 seconds to extract LBP features. 

               

Fig.7. Comparative analysis of ML Techniques on the basis of Elapsed Time 
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6.Conclusion: 

In summary, the analysis evaluated the performance of machine learning algorithms in classifying brain tumors 
using different feature extraction methods: Image loading, HOG, and LBP. 

Overall, Random Forest consistently outperformed other algorithms across all feature extraction methods, 
demonstrating high accuracy, sensitivity, specificity, and precision. SVM and Logistic Regression also showed 
strong performance, while KNN exhibited some variability in its effectiveness depending on the feature 
extraction method. Naive Bayes demonstrated decent performance with simple features but struggled with more 
complex ones, and Decision Tree performed reasonably well but showed slight variations in performance 
metrics. The choice of feature extraction method significantly influenced algorithm performance, highlighting 
the importance of selecting appropriate methods tailored to the dataset characteristics and algorithm 
requirements. Further optimization and experimentation are crucial for improving algorithm performance in 
real-world applications of brain tumor classification. 

In the future, we will investigate better ways to understand brain tumor images by improving the features 
extraction method. We could also try techniques to generate more diverse data and optimize our models for 
better performance. By combining predictions from multiple models and integrating medical expertise into our 
methods, we can make our classification systems more accurate and easier to understand for doctors. This could 
lead to better diagnoses and treatments for patients with brain tumors. 
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