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Abstract. The rapid expansion of digital networks has significantly
increased exposure to cyber threats, making effective network security
mechanisms indispensable. Network Intrusion Detection Systems
(NIDS) play a critical role in identifying unauthorized and malicious
activities; however, conventional detection approaches often fail to cope
with high-dimensional and dynamic network traffic, leading to limited
detection accuracy and excessive false alarms. This study presents a
comprehensive review of ensemble learning-based approaches for
enhancing intrusion detection performance. By integrating multiple
machine learning models through techniques such as bagging, boosting,
and stacking, ensemble methods offer improved detection capability,
robustness, and adaptability against both known and emerging attack
patterns. An extensive analysis of existing research demonstrates that
ensemble-based NIDS consistently outperform single-classifier models
across widely used benchmark datasets, including NSL-KDD, UNSW-
NB15, and CICIDS2017. Despite these advantages, issues related to
computational overhead, class imbalance, and real-time deployment
remain challenging. This review highlights current advancements,
identifies open research challenges, and underscores the significance of
dataset selection and ensemble design strategies in developing efficient
and scalable intrusion detection solutions.
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1 Introduction

Growing reliance on digital infrastructure has made network and system security
a top issue. Intrusion Detection Systems enable surveillance and identification
of malicious behavior as well as illegal access inside a network environment.
Attacks on networks are increasing. Conventional intrusion detection systems find
great challenges in the increasing complexity of modern network traffic, which
increases false positive rates and reduces detection accuracy. Using ensemble
learning techniques presents a workable solution for these challenges [1].

Ensemble techniques, such as bagging [2], boosting [3], and stacking [4],
enhance the resilience, accuracy, and generalization capacity of models by
integrating the strengths of various machine learning algorithms.
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These strategies diminish the probability of mistakes associated with a
singular model by amalgamating predictions from other models. According to
recent research, while maintaining a low false positive rate, integrated intrusion
detection systems can significantly improve the identification of both known and
new types of attacks. In this paper, we explore the use of integrated methods
in Network Intrusion Detection Systems (NIDS) to generate more effective and
flexible intrusion detection mechanisms in dynamic and continuously growing
network environments. This review paper analyzes the application of
integration methods in network intrusion detection systems (NIDS),
highlighting key datasets, methods, and their effectiveness in identifying
various forms of network intrusions. The objective is to comprehensively
analyze contemporary practices and highlight the performance superiority of
integrated learning methods in the field of network intrusion detection
systems (NIDS). Figure 1 represents the overview of the framework for
Network Intrusion Detection Systems.
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Fig. 1. General Design of Network Intrusion Detection Systems.

1.1 Key Contribution

— This article discusses the enhancement of Network Intrusion Detection
Systems (NIDS) using ensemble learning approaches.

— The research explores numerous ensemble learning strategies and their
efficacy in enhancing accuracy and resistance against both known and
innovative network threats.

— The study evaluated the efficacy of ensemble methods on various datasets,
including NSL-KDD, KDD-CUP99, UNSW-NBI15, CICIDS2017, and
CIDDS- 01.

— The research highlighted main problems in the implementation of ensemble
techniques, including processing requirements, data imbalance, and system
integration complications.
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1.2 Article Organization

The article is structured as follows. Section 2 provides a literature review and
an outline of important features and limitations. Section 3 presents the dataset
utilised for network intrusion detection systems. Section 4 delineates the
ensemble strategies, including their classifications, advantages, and limitations.
The final part, 5, addresses the conclusion.

2 Related Work

Several studies have explored the effectiveness of ensemble techniques in
Network Intrusion Detection Systems (NIDS). Alhowaide et al. [5] applied a
Model Selection Method on datasets including NSL-KDD, UNSW-NBI1S5,
BoTNeTIoT, and BoTIoT, obtaining high F-scores in the range 0.95 to 1, so
demonstrating a great detection capability across several invasions. M. Rashid
et al. [6] proposed a tree-based stack ensemble model, obtained an accuracy of
99.9% on NSL-KDD and 94% on UNSW-NBI15 datasets. Similarly, Stiawan et al.
[7] used an ensemble approach on the ITD-UTM dataset, integrating different
classifiers to generate accuracy rates between 81% and 85%. This draws
attention to the variations in integrated method success rates depending on the
employed datasets and approaches.

Thanh et al. [8] used six ensemble methods to identify DoS attacks on
the UNSW-NBI15 dataset, obtaining an F-measure of 99.28%, therefore
proving the effectiveness of ensemble learning for certain attack types. Bukhari et
al.[9] Implemented various ensemble models using UNSW-BC15 and
CICIDS2017 datasets. The overall accuracy of the ensemble method is
approximately 80.25%, while the boosting method reached 98.6%, and the
stacking method achieved 98.8%. This indicates that the methods of boosting and
stacking are more effective than other methods. Parashar et al. [10] presented a
stacked ensemble framework that confirmed that this approach is useful in
enhancing the performance of intrusion detection systems by delivering a 99%
accuracy rate when evaluated on the CICIDS2017 dataset. With an accuracy of
99.68% on the NSL-KDD and UNSW-NB15 datasets. The IDS-EFS model by
Akhiat performed excellently, therefore validating the efficacy of the mix of
feature selection and ensemble approaches [11].

Furthermore, Alsaffar et al. [12] applied stacked ensemble learning on the
UNSW-NB15 and CICIDS2017 datasets, achieving 99.92% accuracy on the
latter, while performance on the former was lower at 84.88%, highlighting the
variation in effectiveness across different datasets. Lastly, on the InSDN
dataset, Hasanain et al. [12] developed a hybrid feature selection strategy and
combined it with an ensemble soft voting classifier to attain almost perfect
accuracy (99.9%). This research review reveals that, across various datasets
and attack types, feature selection—especially through integrated approaches
like stacking and boosting highly improves the accuracy of network intrusion
detection systems (NIDS). The chosen dataset and the particular integration
techniques used usually determine the success of these models. Table 1 presents
the key features and challenges of various studies.
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Table 1. Key Features and Challenges of Ensemble Techniques in NIDS.

Ref Model Employed Key Features Challenges
[5] Model Selection Method Strong detection capability, ro- Performance variations based
bust performance across various on method implementation
intrusions
[6] Tree-based stacking ensemble  High accuracy with complex at- Potential difficulty in general-
tack detection ization to broader environments
7] SU, BN, OR, and J48 ensemble Integration of multiple classi- Lower overall performance com-
fiers for Hexibility in detection  pared to cother ensemble tech-
niques
8] Six ensemble techniques for de- Effective for specific attack cat- Limited applicability to wider
tecting DoS attacks egories like DoS range of network attacks
9] Various ensemble models High efficiency with boosting General ensemble performance
(boosting, stacking) and stacking methods lower than specialized methods
[10] Stacking ensemble framework  High-level performance in im- Model evaluated on a specific
proving IDS detection scenario, limiting generalization
[11] IDS-EFS Strong feature selection im- Model might face overfitting
proves detection rates when applied to other environ-
ments
[12] Stacked ensemble learning Highly accurate method with Inconsistent performance across
strong generalization capability different scenarios
[13] Hybrid feature selection with Nearly perfect accuracy with Dependent on specific features
ensemble soft voting improved feature selection selected for optimal perfor-
mance
3 Datasets for NIDS Evaluation
This section covers commonly available datasets with their characteristics and
limitations.
3.1 Overview of the Common Dataset
In the domain of Network Intrusion Detection Systems (NIDS), a variety of
publicly available datasets have been employed for testing and evaluation
purposes. NSL-KDD [14], KDD-CUP99 [15], CIDDS-01 [16], CICIDS2017 [17],
and UNSW-NBI15 [18], as presented in Figure 2 are the commonly available
datasets, exhibit significant variability in terms of class numbers and data counts,
as well as differences in their collection methodologies [19]. Among these, the
NSL-KDD dataset is the most often used one for NIDS. It was developed to
produce a more refined dataset by removing duplicated or pointless entries,
therefore addressing the flaws in the KDD-CUP99 dataset.
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The dataset consists of 125,973
instances in total, with 22 different
features, including both continuous
and discrete attributes

_____________________ Contains 4,898,431 records with 41
™ features, but this includes a lot of
KDD-CUP99 " redundancy. The dataset is split

records and a test set of 1,000,000
records.

O} ---------------------- ~,  This dataset contains 3.3
@ CIDDS-01 } million packets and has a total
;

s of 20 features per record.

The dataset is approximately
80 GB in size, comprising over
15 million records.

This dataset includes 2.540,044
records and 49 features.

Fig. 2. Commonly available NIDS Dataset.

3.2 Dataset Characteristics and Limitations

Table 2 provides the key characteristics and limitations of each dataset.

4 Ensemble Techniques in NIDS

A review of ensemble learning, several ensemble approaches, and the benefits
and drawbacks of these methods are given in this section.

4.1 Overview of Ensemble

Ensemble refers to the integration of outcomes from various learners to achieve
dependable forecasts. This can be accomplished through many methodologies,

VOLUME 12 ISSUE 1 2026

PAGE NO: 34



GRADIVA REVIEW JOURNAL ISSN NO : 0363-8057

Table 2. Characteristics and Limitations of Common NIDS Datasets

Dataset Characteristics Limitations

NSL-KDD Contains 125,973 instances with Limited to older attack patterns,

[14] balanced attack types. Reduces not reflective of modern threats.
redundancy compared to KDD- Does not capture real-world traffic
CUP99. accurately.

KDD-CUP99 Large dataset with over 4.8 million High redundancy in data, leading to

[15] records, widely used as a bench- biased resulis. Lacks modern attack
mark. scenarios.

CIDDS-01 Focuses on real-world network traf- Limited dataset size and documen-

[16] fic and ineludes both application tation, may not cover a wide range
and network layer attacks. of attacks.

CICIDS2017 Large dataset with realistic network Complexity and large size may hin-
[17] conditions, blending real and syn- der quick analysis and require sig-
thetic attack data. nificant computational resources.

UNSW-NB15 Reflects modern attack techniques Smaller number of attack types,

[18] with a detailed feature set. Suit- and some simulated data may not
able for contemporary security chal- represent real-world scenarios per-
lenges. fectly.

including the use of diverse datasets or learning frameworks. The primary
problem in ensemble learning is selecting the algorithms and the decision or
fusion function that integrates the outcomes of these algorithms. Dietterich
[20] elucidates the application of ensemble-based systems for empirical
validation, computational characterization, and representation.

4.2 Types of Ensemble Learning Methods

Ensemble construction entails the formulation and amalgamation of base
classifiers, with three prevalent methodologies being bagging, boosting, and
stacking. These strategies reduce discrepancies in predictions from bagging,
boosting, or stacking [21]. Figure 3 displays the visual representation of these
techniques.

Bagging Techniques Bagging is a simple ensemble approach that produces
diverse outcomes by randomly sampling subsets from the training dataset. Var-
ious classifiers are developed utilising training data, and the ensemble’s decision
is dictated by the majority of classifiers for any given instance data [2]. Random
Forests is a classifier that employs bagging, utilizing several decision trees with
randomly varied parameters. It can generate training data and create unique
subsets of attributes [22]. A new strategy called "pasting small votes" has arisen
in ensemble learning as a variant of the established bagging method. This method
is specifically designed for use with huge datasets, overcoming the constraints of
conventional bagging [23].
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Fig. 3. Ensemble Designs Bagging, Boosting and Stacking.

Govindarajan et al. [24] introduce a distinctive ensemble classification method
utilizing bagging classifiers, specifically Support Vector Machine (SVM) and
Radial Basis Function (RBF), to enhance classification accuracy. The
performance evaluation of NSL-KDD datasets indicates that the bagged RBF
classifier achieved an accuracy of 86.40%, but the bagged SVM classifier reached
a superior accuracy of 93.92%.

Boosting Techniques In 1990, Schapire [25] devised a weak learning method
that generates classifiers outperforming random guessing. This approach, termed
boosting, develops a strong learner by combining many classifiers via data
resampling and majority vote. The boosting mechanism entails the
development of three classifiers: the initial classifier is trained on a randomised
subset of the training data; the second classifier employs an informed subset,
comprising instances accurately classified by the first classifier alongside those
misclassified; and the third classifier is trained on instances where the first two
classifiers exhibit disagreement. The ultimate categorisation is established
through a majority vote among these classifiers.

Freund and Schapire [26] developed this idea in 1997 by presenting "adaptive
boosting," sometimes known as "AdaBoost," which has later been embraced
generally in machine learning. Two well-known variants of AdaBoost that shine
in multiclassification and regression are AdaBoostM1 and AdaBoostR. AdaBoost
uses specific assumptions based on which weighted majority voting can help
to consolidate classifier decisions. It uses an iterative approach whereby the
distribution of the training data is changed to highlight cases misclassified by
previous classifiers, therefore ensuring that next classifiers focus on ever more
challenging examples. This adaptive approach increases classifier efficiency and
general learning process.
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Stacking Techniques In machine learning classification, misclassification fre-
quently arises when cases are positioned close to the decision boundary defined by
classifiers. This closeness may result in erroneous classifications, whereas clearly
defined examples that are further from the boundary are more likely to be ap-
propriately categorised. The study investigates the possibility of forming links
between the outcomes of several classifiers applied to datasets from unspecified
sources, with the objective of enhancing group detection accuracy.

Stacked Generalisation, commonly referred to as stacking, is presented as a
technique to improve classification efficacy by utilising the outputs of a classifier
ensemble. This method involves training a supplementary "meta-learner" to dis-
cern the correlations between the ensemble’s predictions and the accurate labels,
so enhancing the classification procedure. Stacking contrasts with conventional
ensemble techniques like bagging and boosting, which generally emphasise the
formation of homogeneous ensembles. Stacking focuses the integration of several
learning environments, maybe resulting in better results on classification. This
work emphasizes the need of stacking as a useful method to improve classifier
performance on challenging datasets [4].

4.3 Advantages of Ensemble Techniques in NIDS

In network intrusion detection systems (NIDS), ensemble approaches provide
many technological benefits. Often achieving identification accuracy of above
99% for network intrusions across many benchmark datasets, techniques such
as random forests, gradient boosting, and stacking, which improve detection
accuracy, reduce false positives, and handle imbalanced datasets [27].

4.4 Challenges in Implementing Ensemble Techniques

The adoption of Ensemble methods in Network Intrusion Detection Systems
(NIDS) offers significant advantages, including improvements in accuracy and
detection effectiveness. However, these models face many challenges. They are
usually computationally demanding and can hinder real-time detection,
especially when processing large datasets. Furthermore, data imbalance poses a
significant challenge. This is because malicious traffic usually constitutes only
a small portion of network data, making it more challenging to detect specific
types of attacks. The visualization of ensemble models is more difficult than
that of simple classifiers, further complicating the understanding and response to
threats. The integration with existing systems and the response to ever-evolving
attack patterns present additional challenges. Challenges such as
hyperparameter tuning [6], overfitting [28], and managing large-scale networks
complicate its application.

5 Conclusion

The rising complexity of network traffic and growing cyberattacks call for
sophisticated solutions for network intrusion detection systems (NIDS). By
combining many machine learning techniques—bagging, boosting, stacking—
ensemble learning methods have shown great potential in improving the accuracy
and durability of NIDS. Studies show that these techniques can improve the
detection of both known and new attack types while reasonably lowering false
positive rates.
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Still difficult, though, are computing requirements, data imbalance, and
integration with current systems. Notwithstanding these challenges, the use of
ensemble approaches in NIDS marks significant progress in the continuous
endeavor to protect digital infrastructures from developing vulnerabilities. The
paper emphasizes the need to choose suitable datasets and integration techniques
to maximize performance, therefore stressing the possible power of ensemble
learning as a reliable method in the field of cybersecurity.
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